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Context: Filtering offensive user comments is one of the oldest NLP tasks (since Spertus 1997). It 
is still such an urgent research problem that this task has now become a standard one in 
programming competitions, e.g. CodaLab (2019). Recent publications focus on collecting and 
preprocessing data (e.g. Wulczyn et al. 2017), designing more accurate models (e.g. Park & Fung 
2017) and dealing with problematic sentences, for instance impolite sentences without swear words 
(Klenner 2018). 
Linguistically, this constitutes research on the pragmatic category of impoliteness (cf. Culpeper 
2013, Brown & Levinson 1987), conducted within many linguistic disciplines. We approach the 
topic from the perspective of corpus linguistics, also applied to impoliteness research by e.g. 
Dewaele (2015), McEnery (2005). 
Data: Our corpus consists of 73.6 k internet user comments from six public datasets: Davidson et 
al. (2017), Waseem & Hovy (2016), Waseem (2016), Impermium (2012), Wulczyn et al. (2017), and 
Cachola et al. (2018). The variety thus achieved leads to the assumption of representativeness. 
14 k sentences were annotated for offensiveness by linguists, while the remainder was assessed 
automatically against a word blacklist. The corpus is balanced, with 40 k offensive sentences and 36 
k non-offensive sentences. 
Methods: For each word in the corpus, we calculated its frequency in the offensive subcorpus and 
the non-offensive subcorpus, normalized by the size of each subcorpus. Next, we calculated its 
relative offensive frequency by dividing its frequency in the offensive subcorpus by the sum of its 
frequencies in the offensive and non-offensive subcorpora. Finally, we performed analogous 
calculations for each word’s rank and relative rank. 
Words selected for analysis satisfied four conditions simultaneously: (1) highest frequency; (2) 
highest relative frequency; (3) highest rank; (4) highest relative rank. 
Bigrams selected for analysis had the highest frequency in the offensive subcorpus, and were absent 
from the set of most frequent bigrams in the non-offensive subcorpus. 
Observations: As expected, the majority of the selected expressions are swear words, slurs, etc. 
However, the list also contains inoffensive structures belonging to the following categories: 

 lexemes for body parts (penis, throat) and bodily functions (pee, swallowed); 
 lexemes for negative opinions and feelings (hate, worthless); 
 substandard forms (u, ain’t, wanna); 
 pronominal structures (give me, you can’t). 

Interpretation: Lexemes for body parts and bodily functions are closely related to bodily taboos; 
they can be semantically shifted into dysphemisms of taboo activities (Allan & Burridge 2005). 
Negative opinions and feelings – expressed directly – may breach the tact maxim (Leech 1983), 
violating social norms and creating a face attack (Locher & Watts 2008).  
Substandard forms are typical in computer-mediated communication (Al-Sa’di & Hamdan 2005, 
Shaw 2009) and predict impoliteness. Finally, pronominal structures constitute a building block in 
face-threatening acts and in linguistic insult models (Culpeper 2013). 
Conclusions: Offensive user comments differ from non-offensive but comparably informal ones 
by referring to body parts, bodily functions, negative opinions, as well as by using substandard 
forms and certain pronominal structures. These observations can be used in blacklists for improved 
offensive sentence detectors, together with the commonly included swear words. 
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