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Formality differences are often considered central in describing and explaining linguistic variation (e.g. 
in multidimensional analyses, see Biber 1989 and all the subsequent work). Formality serves as an 
explanatory tool when interpreting the differences across texts categories (e.g. registers or genres). 
Suggested measures of formality have often been tested in terms of their capability to account for 
category variation (as pointed out by Li et al. 2016), sometimes without any objective grounding in 
human perception of formality. In this paper, we explore a data-driven and human-informed 
operationalization of linguistic formality for European Parliament data. We take as our point-of-
departure two text classes that we hypothesize to be characterized by different levels of formality, i.e. 
speeches delivered imprompty vs. read-out, establish their order of perceived formality by means of 
human judgements, and use that as a gold standard in a data-driven analysis of linguistic formality 
differences between the said text classes. Our specific research questions are: 1) Are read-out speeches 
perceived as more formal than impromptu speeches? 2) Which linguistic features contribute to 
distinguishing these text classes? 
 
Our data come from the EPTIC corpus (Bernardini, Ferraresi & Miličević 2016), where we use the 
English native speaker subset. We include texts that have originally been either read-out or delivered 
impromptu and split these subsets randomly to train (80%) and test (20%) sets. Contrary to much of 
earlier work on formality (e.g. Graesser et al. 2014), we are interested in identifying the linguistic 
constructions that contribute to the difference rather than classifying the texts. Thus, we use the train 
set to detect the most consistent linguistic differences between the read and impromptu texts. The data-
driven analysis consists of 3 phases: 
 
1) Annotate the data using a neural parser that complies with the Universal Dependencies annotation 

scheme (Kanerva et al. 2018); 
2) Extract the frequencies of syntactically defined part-of-speech bigrams (e.g. 

NOUNNODE_nsubj_VERBHEAD for man–writes) and use them as our feature set; 
3) Use the Boruta feature selection (Kursa & Rudnicki 2010) to detect those bigrams whose frequency 

consistently distinguishes read-out and impromptu texts; 
As pointed out by Ivaska & Bernardini (submitted), such bigrams successfully capture multiple 
linguistic phenomena (POS, syntactic functions, word order and hierachical relations) and are still 
qualitatively interpretable. 
 
We use the test set in a human judgement survey conducted online. In the survey, read-out and 
impromptu texts are paired and the participants are asked to choose the more formal of the two. The 
text pairings are randomly assigned respondents; each responent is asked to evaluate 10 text pairs and 
each text is evaluated at least 10 times. Our gold standard consists of texts that are consistently 
evaluated as either more or less formal than their respective paired texts. Finally, we train a Random 
Forest prediction model with the detected POS bigrams on the train data to see, how well they predict 
the test data. The performance of the prediction model is used to validate the reliability of the detected 
features as formality indicators in the EP context. 
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